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Abstract 

Jazbik, Lucas Seixas; Baião, Fernanda. Deviance mining of online 

processes with non-atomic events in the COVID-19 domain . Rio de 

Janeiro, 2022. 69 p. Dissertação de Mestrado – Departamento de 

Engenharia Industrial, Pontifícia Universidade Católica do Rio de 

Janeiro. 

 

Process Mining techniques have been successfully applied as a data-

driven and domain-aware approach for improving business process 

performance in several organizations. Among its applications, Deviance 

Mining aims at uncovering the reasons why a subset of the executions of 

a business process deviate with respect to its expected or desirable 

outcomes, thus producing insights towards improving the process 

operation, such discoveries can be made using treatment learning 

techniques, which identify the sets of attributes that are most influential 

in the results. However, despite the fact that real-life processes are 

typically composed by events with non-instantaneous duration (non-

atomic events), existing approaches for process mining and deviance 

mining in particular only deal with atomic events in their experiments. 

This work proposes a domain-driven method for automatically detecting 

deviations in processes composed by non-atomic events. The method 

uses the temporal dimension of non-atomic events to apply deviance 

mining, generating insights on how the duration and the simultaneous 

occurrence of events generate deviations and how these deviations affect 

the results of the processes. The method was successfully applied in the 

COVID-19 domain, to find which domain-specific sequences of non-

pharmaceutical interventions mostly contributed to slowing down the rate 

of COVID-19 cases in countries around the world. 
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Resumo 

Jazbik, Lucas Seixas; Baião, Fernanda. Mineração de desvios em 

processos online com eventos não atômicos no domínio da COVID-

19. Rio de Janeiro, 2022. 69 p. Dissertação de Mestrado – Departamento 

de Engenharia Industrial, Pontifícia Universidade Católica do Rio de 

Janeiro. 

 

As técnicas de mineração de processos vêm sendo aplicadas com sucesso 

como abordagens baseadas em dados e específicas do domínio para 

melhorar o desempenho do processo de negócios em várias organizações. 

Dentre suas aplicações, a Mineração de Desvios (Deviance Mining) visa 

descobrir as razões pelas quais um subconjunto das execuções de um 

processo de negócio desvia-se em relação aos seus resultados esperados 

ou desejáveis, produzindo assim insights para melhorar a operação do 

processo, tais descobertas podem ser feitas utilizando técnicas de 

aprendizado de tratamentos (Treatment Learning), que identificam os 

conjuntos de atributos mais influentes nos resultados. No entanto, apesar 

de os processos da vida real serem tipicamente compostos por eventos de 

duração não instantânea (eventos não atômicos), as abordagens existentes 

para mineração de processos, e para mineração de desvios em particular, 

endereçam exclusivamente eventos atômicos em seus experimentos. Este 

trabalho propõe um método orientado ao domínio para detectar 

automaticamente desvios em processos compostos por eventos não 

atômicos. O método utiliza a dimensão temporal dos eventos não 

atômicos para aplicar a mineração de desvios, gerando insights sobre 

como a duração e a ocorrência simultânea de eventos geram desvios e 

como esses desvios impactam os resultados dos processos. O método foi 

aplicado com sucesso no domínio da COVID-19, para descobrir quais 
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sequências de intervenções não farmacêuticas mais contribuíram para 

diminuir a taxa de casos de COVID-19 em países ao redor do mundo. 

Palavras-Chave 

Processos Contínuos, Eventos não atômicos, Melhoria de processos, 

Mineração de desvios, COVID-19 
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1 Introduction 

 

Process mining uses data from the historical executions of a process, 

recorded in an event log, to extract process models denoting execution 

patterns about the studied process. Existing process mining techniques 

are not based on abstract ideas of how a process should happen, but on 

real execution data that represent how the process actually occurs [35]. 

Fig. 1 shows an illustrative example using the Business Process 

Modeling Notation (BPMN) [52] of a process of a patient’s visit to a 

hospital. This model is not able to provide various data about the 

represented process. For example, it is not known whether all the flows 

that a patient may follow are represented in the model, if there is 

flexibility in the execution of the process in relation to the model, or if 

this model precisely fits the actual process executions. To formulate 

knowledge that genuinely reflects the actual executions of a process, 

process mining techniques are applied [36]. 

 

Fig. 1 Example of a process model of a hospital visit, in BPMN notation 

Among the process mining sub-areas, deviance mining aims to 

identify and analyze deviations in the execution of a process in relation 

to expected behavior. Such deviations can generate effects considered to 

be positive or negative to the outcome of the analyzed process [28]. The 
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choice of a performance indicator of the analyzed process (e.g., execution 

time, total cost, etc.) as the class variable determines which process 

output will characterize the deviations. The use of treatment learning 

techniques [25, 26] helps in the characterization of deviations in relation 

to the class variable, as it encompasses techniques that allow identifying 

sets of process attributes which most influence the results. The present 

work proposes a new method that uses treatment learning to identify 

recurring consequences of process deviations. 

It is well known that the great majority of real processes are constituted 

by non-instantaneous events, which are called non-atomic events (i.e., 

events that have non-instantaneous duration) [1]. Despite the 

predominance of non-atomic events in real life, there are few works in 

the process mining literature regarding applications to processes with 

non-atomic events [2]. The proposed method uses the temporal 

dimension of non-atomic events to generate insights on how the duration 

and the simultaneous occurrence of events generate deviations and how 

these deviations affect the results of the processes. By addressing the non-

atomic characteristic of the processes, this work brings the application of 

process mining closer to scenarios that are semantically more precise with 

respect to reality. 

The process represented in Fig. 1 is a classic example of a process 

mining application with well-defined beginning and end. However, there 

are situations where the application of process mining occurs 

continuously (i.e., never ending), in what are called online scenarios. 

Because it is an endless process or a process whose executions are still in 

progress [7, 23, 38], such situations increase the complexity of the studied 

processes for the purpose of identifying deviations. Our proposed method 

allows for the application of deviance mining in an online scenario, so it 

differs from traditional deviance mining applications [28]. 
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Due to the large number of variables present for analysis in this work, 

as a way to increase the effectiveness of the results, a feature selection 

step was required in the proposed method. The feature selection problem 

consists of selecting the attributes relevant to the solution of the problem, 

to maximize the value of the results [17]. Such problems are very costly 

to solve by an exhaustive search, so there are several metaheuristic 

applications for their solution [41]. For the feature selection step of the 

proposed method, a new metaheuristic designed for the context of this 

work was created and its effectiveness was tested. 

To validate the method proposed in this work, we used a process 

composed of atomic and non-atomic events, from an online scenario. The 

chosen scenario was the COVID-19 pandemic, where non-

pharmaceutical containment measures taken by several countries can be 

understood as process events, whose result is their impact on the 

acceleration of the number of individuals infected by the virus (i.e., 

COVID-19 cases). To the best of our knowledge, no other studies have 

approached the global fight against the pandemic as a process using 

process mining to extract knowledge from it. 

 The proposed method was evaluated concerning the quality and 

interpretability of the discovered treatments, and concerning its 

computational performance (when comparing its application with and 

without the proposed feature selection metaheuristic). The evaluation of 

the method from different perspectives aimed to prove the effectiveness, 

efficiency and applicability of the proposal. 

The fight against COVID-19 by different countries around the world 

was selected as the application domain for evaluating the proposed 

method since it is a continuous, complex, and flexible process, with the 

collaboration of several actors and events, so that the effectiveness of the 

proposed solutions could be tested in a real, knowledge-intensive 
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scenario. However, the method proposed in the present research, as well 

as the computational tools that were developed to support its execution, 

are not limited to an exclusive application to this domain and can be 

applied in several processes. In this way, we argue that this work 

contributes to Industrial Engineering by facilitating decision makers who 

act as process managers, whether of greater or lesser complexity, 

including, for example, supply chain management processes and 

organizational management processes.  

The main contribution of this work is the proposal of a method that, 

through its pre-processing stage, its feature selection metaheuristic, and 

the application of treatment learning techniques, automatically discovers 

intelligible rules that enhance the best results of the analyzed process (or 

avoid its worst results), thus supporting the process managers’ decision 

on how to improve the process to achieve better performance indicators. 

The proposed method considers the temporal dimension of the events that 

compose this process and the frequent changes that may be observed 

among its instances. 

This work is structured as follows. Section 2 presents the definitions 

and techniques we apply, as background knowledge for understanding 

our proposed approach. Section 3 discusses existing works in the 

literature related to our proposal, which is detailed in Section 4. 

Experimental results are presented in Section 5, and Section 6 

summarizes our main conclusions and recommendations for future 

research. 
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2 Background Knowledge 

 

This section presents fundamental concepts about online process 

mining, atomic and non-atomic events, deviance mining, and treatment 

learning, which are required for a good comprehension of the proposed 

method. 

2.1 Process mining definitions 

 

According to van der Aalst et al. [36], process mining is a research 

topic involving data mining and process modeling that helps 

organizations to find and compare models, and develop better processes. 

Process mining uses event logs as inputs to extract insights in the form of 

models, frequently control-flow models. Event logs record the actual 

behavior of a process, in the form of process traces composed of the 

sequence of events that were executed during a process. Definitions 1 to 

3 formally specify event logs and their composing elements. 

Definition 1 (Process Event): A process event e represents 

the occurrence of an activity during the execution of a 

process. An event is characterized by the tuple e = (eid, 

eattr), where eid is the unique identifier of the occurrence 

of event e and eattr is a set of event-level attribute-

value pairs ((a1,v1),...,(aj, vj)), where j > 0. 

Definition 2 (Process Trace): A process trace t (a.k.a. 

”process instance” or ”case”) is characterized by the tuple 

t = (tid, tattr, σ) , where tid is the unique identifier of 

the trace, tattr is a set of trace-level attribute-value 

pairs ((a1,v1 ),...,(am, vm)) where m > 0, and σ = {e1, e2, 

..., en} is a finite sequence of events ei that occurred 

during the process instance execution. Note that σ must 

have at least one event (|σ| > 0). 
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Definition 3 (Event Log): Given a single business process 

P, an event log L is characterized by the tuple L = (T, P), 

where T is a set of process traces {t1,..., tn} left by 

executions of process P and ti ∈ T, 1 < i < n. 

2.2 (Non-)atomic events 

 

As formally specified in Definition 1, the attributes (and associated 

values) of an event represent the relevant characteristics of its execution, 

which may be related to the cost, the person who executed it, or any other 

event aspect that was recorded in the log. A common category of event 

attributes is related to the temporal dimension [34]. Such attributes can 

simply be time stamps that indicate the beginning of some event, or the 

duration of an event. An event whose duration is zero or non-existent is 

called an atomic event (i.e., an instantaneous event). 

According to Bernardi et al. [1], most process mining approaches 

simplify event characterizations by assuming all events of a process are 

atomic, even though the vast majority of real-life processes are composed 

of non-atomic events. Non-atomic events are not instantaneous, since 

they occur over a period of time and have a life cycle [2]. When 

considering the existence of the event life cycle (sequence of transactional 

states assumed by a non-atomic event) and its duration, we approximate 

the studied scenarios to their real characteristics. Therefore, we refine 

Definition 1 (which still holds specifically for atomic events) into 

Definition 4. 

Definition 4 (Non-atomic Event): A process’s non-atomic 

event nae represents the non-instantaneous occurrence of an 

activity during the execution of the process. A non-atomic 

event is characterized by the tuple nae = (naeid, naeattr, 

naestates), where naeid is the unique identifier of the 

occurrence of event nae; naeattr is a set of event-level 

attribute-value pairs ((a1,v1 ),...,(aj, vj)) with j > 0 
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where one of the attribute-value pairs (ai, △) denotes the 

execution time with △ > 0; and naestates is a sequence of 

transactional states <nae start,...,nae finish> assumed by 

event nae during its execution. 

The challenge for process mining techniques to address non-atomic 

events is to handle not only the duration aspect of an event, but also the 

simultaneous occurrence among them, since at the same time instant there 

may be several events occurring in parallel, and either elapse of time or 

the co-occurrence of events may impact the process outcome. As 

presented in [2, 40], the study of parallelism between event occurrences 

can lead to several process improvements, and both time lapse and 

parallelism in execution are characteristics that make the studied 

scenarios semantically more precise with respect to their real-world 

counterparts. However, according to Cheng et al. [8], process mining 

tools present difficulties in working with these issues. 

2.3 Online process mining 

 

Process mining can be characterized in two ways with respect to the 

continuity of the process being mined, which is reflected in the structure 

of the input data: offline process mining and online process mining. 

Offline process mining uses a static event log as input, thus using data 

from already completed process instances [38]. Online process mining, 

on the other hand, analyzes the execution of an unfinished process, thus 

taking place during the execution of the process, using the data recorded 

in a continuous data stream (see Definition 5) to extract knowledge about 

the process [7]. 
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Definition 5 (Data Stream): Given a single real-time 

business process P, a data stream DS is characterized by 

the ordered pair DS = (S, △), where S is a sequence of 

events of process P and △ is a sequence of positive real-

time intervals that indicate the time when each event 

occurred. 

Similarly to its offline counterpart, online process mining can also be 

applied to conformance checking, process discovery and process 

improvement. One of the distinctions between the two areas is that a 

process which occurs in an online scenario denotes either a process that 

has not yet ended, or a never-ending one (i.e., a continuous process such 

as ”Data Quality Control”, or ”Monitoring a Pandemic”). This requires a 

different approach from the one applied for offline process mining. The 

main difference between the two approaches is that for offline process 

mining, the instances of a process have already been completed, 

facilitating the identification of the outcome associated with each process 

instance, while in the case of online process mining, the instances are 

continuously running, making it difficult to identify the influence of the 

process characteristics on the execution, and the outcome of the process 

itself. 

An important issue for online process mining is thus to determine the 

analytic intervals, that is, the periods of time during which the events of 

a process constitute a complete instance. To this end, our proposal defines 

analysis intervals by detecting concept changes in the process. According 

to Martjushev et al. [24], processes can be modified according to three 

main perspectives: control-flow, data and resources. An analysis interval 

is defined when a significant change in one of these perspectives of the 

process is identified. When this change is identified, the corresponding 

event is called a change point. According to Bose and van der Aalst [3], 

three steps are required to address these significant changes: 
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• Change point detection: The first and most fundamental step is to 

detect the changes that have occurred and when they occurred. 

• Change localization and characterization: The second step is to 

characterize the changes that have taken place and identify their 

locations in the process. This step is a challenge that involves 

discovering the pace of change (sudden, gradual, etc.) and identifying 

the change itself within the process (the instances, dates and specific 

events that occurred). 

• Change process discovery: After identifying, locating and 

characterizing the change, the third step puts it in perspective. At this 

point, the tools are applied to explore and relate these discoveries. 

Understanding the evolution of a process should lead to understanding 

the process of change, by describing the second-order dynamics of the 

process. 

The identification of change points enables the definition of analysis 

intervals of a process within an online scenario, thus defining the traces 

of this process to be mined and making it possible to analyze the outcome 

of each trace. The analysis intervals defined for an online scenario are 

named windows of analysis [7]. To improve the accuracy of the change 

point definition, statistical tests are used to define the windows of analysis 

[20, 21]. 

Definition 6 (Window of Analysis): A window of analysis W 

can be defined using its start time Ws and its end time We. 

In comparing two windows Wa and Wb, we can say that Wa 

precedes Wb, formally Wa<Wb, if Wae<Wbe. LW denotes the 

projection of an event log L to a window W. 
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2.4 Deviance mining and treatment learning 

 

The analysis of deviations along process executions can generate 

insights to their executors regarding the characterization and effects of 

these deviations [34]. Such analysis is carried out from a performance 

perspective, hence the deviations are characterized in relation to their 

impact on the process outcome. In this way, deviance mining is the set of 

techniques to identify and characterize deviations in the execution of 

processes according to the consequences (either positive or negative) of 

such deviations on the predicted outcome. Such techniques aim to 

identify events that lead to deviations from the analyzed process, 

generating information that leads to improvements in the model and in 

the execution of the process [28]. 

Traditionally, deviance mining is conducted using unsupervised or 

supervised strategies. In the first case, there is no prior information 

regarding cases considered to be deviations. Moreover, unsupervised 

strategies are divided into two main groups: “model-based” and 

“clustering or similarity based”. Unsupervised model-based approaches 

use conformance checking techniques [11] to compare the execution of a 

process with its reference model, in order to classify the executions as 

normal or deviations. Similarity and clustering-based approaches do not 

use reference models and assume that normal traces occur in large clusters 

and that deviations occur in small or no clusters [12]. This approach 

identifies deviations by comparing each trace with its neighbors through 

similarity, distance or density functions [19]. In supervised deviance 

mining, all traces are characterized according to some punctuation or 

deviation marking, in order to clearly define which cases are process 

deviations. Techniques such as decision trees may then be applied [16], 
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but their results can be extremely complex and hard to interpret. To 

improve the interpretation of the deviance mining results, Richetti et al. 

[30] proposed an approach for supervised deviance mining that applies a 

treatment learning algorithm to discover rules (named treatments) that 

represent deviations, by analyzing their effects on the distribution of the 

class variables that represent the outcome of the analyzed process. In 

treatment learning, treatments are the smallest possible attribute baskets 

that differentiate instances of a dataset associated with a higher-weight 

class from instances associated with a lower-weight class [25]. 

Definition 7 (Dataset): A dataset D is a set of n data 

instances, D={i1,...,in}, n>0. Each data instance i is 

characterized by the tuple i = (iid, iattr, cname), where iid 

is the unique identifier of a data instance, iattr is a set 

of attribute-value pairs ((a1,v1 ),...,(ak, vk)), where k > 

0 is the total number of attributes in D, and cname is the 

name of the class attribute, corresponding to the name of 

a single attribute a’ ∈ (a1 ... ak). 

Association-rule approaches are used for treatment learning [16, 26] 

and have some advantages over other classification techniques, since they 

do not assume a specific distribution of data, tend to generate intelligible 

rules (treatments) and are able to work with unbalanced datasets in 

relation to the [3] class variable. Many association-rule techniques adopt 

a support-based criterion to prune less frequent treatments. This strategy 

can lead to the exclusion of relevant treatments and the discovery of only 

obvious treatments. According to Hu [16], the use of a criterion based on 

trust can lead to interesting discoveries. 

Given a dataset D, a treatment learning tool looks for a treatment RX 

that returns a subset of attributes D’ ⊆ D, where D′ = {D∩RX}, so that the 

frequency of the preferred class is maximized relative to the original 

distribution of D [16]. 
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Consider the illustrative dataset from Table 1, which represents the 

instances of a borrowing process. The purpose of the analysis is to 

discover which dataset attributes values implying the highest cost per 

loan. Therefore, the attribute ”cost per loan” was defined as a class 

variable for this process. Suppose the distribution of the illustrative 

dataset class variable follows the baseline distribution shown in Fig. 2 

(left). A treatment learning tool could discover the R1 treatment: {market 

sector = ”energy”}. In a D’ subset of the original dataset where this 

treatment holds, there is a change in the class variable distribution, as 

shown in Fig. 2 (right). 

 

Table 1 Example of a dataset for treatment learning. 

Case Instance Principal ... Market Sector 
Cost per 

Loan 

#1000 $50K ... Real  estate Low 

#1001 $10K ... Real estate Medium 

#1002 $100K ... Consumer staples Low 

#1003 $1M ... Energy High 

... ... ... ... ... 
 

 

 

Fig. 2 Baseline distribution (left) and after treatment (right) [30]. 
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2.5 On Process Mining and interpretability in Knowledge-

intensive scenarios 

 

The recent and increasingly frequent advances in the application of 

Process (and Data) Mining techniques arose the issue of explainability   

of the results. Many Data Science tools face reluctance to be applied in 

organizations because decision makers, who may use their results to 

guide their decisions, do not easily understand these results or their 

functioning [48].  

Interpretability of the methods and results obtained through Artificial 

Intelligence and Data Science tools is a concern addressed by several 

studies on “Explainable AI” and applied to several domains, including 

Medicine and Engineering [45, 46, 47, 48]. In order to increase the 

chances of success in the application of new technologies, it is necessary 

that organizations overcome the resistance of users to change and present 

methods and tools that are traceable and whose behavior is 

understandable [49]. 

 In order to facilitate the understanding of complex or poorly 

structured processes in process mining, declarative process modeling 

emerged, in particular using the declare language [50]. This constraint-

based language produces process models represented as a set of rules, 

that is, in which only mandatory flows and prohibitions are explicitly 

mapped, leaving all other possible execution flows open to the user. This 

has been proven as a successful approach to avoid the creation of 

extremely complex diagrams showing all possible execution flows (a.k.a. 

spaghetti diagrams) [51] .  
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The use of Treatment Learning techniques, as proposed in this work, 

is also a way to automatically discover correct and easier to interpret 

results, when compared with the use of other methods such as Random 

Forests (since these methods also tend to generate spaghetti diagrams 

when being applied on complex processes [30]). 

Thus, data science methods that seek to achieve success in 

organizations must offer tools and results that present good performance, 

are prepared to work with large amounts of data (scalability) and present 

understandable and explainable results that guide actions to be taken 

[48]. 
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3 Related Work 

 

This section discusses existing works related to online process mining 

and compares the method proposed in this work with other approaches in 

the literature. 

Bozorgi et al. [4] proposed a prescriptive monitoring method to decide 

in which cases to intervene during the execution of a process so as to 

improve its overall net gain. The method is divided into an offline phase 

(to discover a set of interventions that generally improve the process, 

using historical data) and an online phase (which monitors the process 

execution and applies user-defined policies to trigger recommendations 

on when to apply a previously discovered intervention in an ongoing 

case). There are similarities between the referred approach and our 

proposal, since both target the discovery of improvements to the process 

from historical cases (interventions, or in our case treatments), but an 

important distinction is that their proposal does not address non-atomic 

events or the need to define traces from a continuous flow of events 

generated by the process, which are two issues specifically addressed by 

our proposal. 

The works of Lee et al. [18] and Zaman et al. [42] proposed 

frameworks for conformance checking of processes in online scenarios. 

Both works concern memory constraints for data storage (which is not the 

focus of our approach), which is a common, yet complementary, issue in 

online scenarios, which typically deal with data streams and real-time 

data [15, 31]. 

The work of Ceravolo et al. [7] identified a set of goals for online 

process mining approaches, and indicated the concept drift detection task 

(and in particular the definition of analysis windows) as a critical issue 
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for online process mining. The authors did not consider the presence of 

non-atomic events in the process log. Our proposal, in turn, specifically 

addresses the definition of analysis windows and also considers the 

existence of both atomic and non-atomic events. 

Burattin et al. [5] and Navarin et al. [27] presented approaches for real-

time model discovery using the Declare notation, so that process analysts 

can access process information instantly and in a language that facilitates 

the interpretation of the model. In particular, Navarin et al. [27] 

contributed by incorporating both control flow dependencies and data 

conditions to discover declarative process models from event streams, 

while Burattin et al. [5] focused on the discovery of LTL-based 

constraints. Our approach, on the other hand, proposes and evaluates the 

codification of features of a specific nature in the dataset (the duration 

and simultaneous execution of non-atomic events), while keeping the 

possibility of including additional domain-specific features, such as those 

described in [27], [5] and [30]. 

Similarly to offline scenarios, concept drifts also impact mining 

processes occurring in online scenarios, since changes in the process can 

make all analyses and discoveries outdated. Thus, several techniques 

exist to deal with concept drifts in online scenarios [6]. In particular, some 

process improvement approaches address concept drifts, such as Spenrath 

and Hassani [32], who proposed a model to predict bottlenecks in the 

execution of a process in online data streams that is adapted to the 

occurrence of concept drifts, so that predictions remain correct. Hassani 

[14] presented an approach for defining the windows of analysis and their 

sizes according to the characteristics of the concept drift, so that the data 

to be analyzed actually represent the process. Maaradji et al. [22] 

proposed an efficient method to detect sudden and gradual concept drifts 

of process executions. Ostovar et al. [29] presented a method to define 
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analysis windows in processes with a high degree of variation in their 

executions. Our proposed method is also able to deal with concept drift 

situations, since it uses the concept of analysis windows to define how to 

partition data. 

Similar to our proposed method, Montali et al. [55] presents a 

framework for considering the temporal dimension of the process events 

in online scenarios. This framework, named Mobucon EC, is based on 

streams of events to dynamically monitor the compliance of running cases 

with the business rules of complex processes. Mobucon EC uses a time-

aware extension of the declare language to address constraints regarding 

the duration of process activities. The authors highlight the importance of 

observing the process in real time and considering its temporal 

dimensions.  
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4 Proposed Method 

 

This section presents the proposed method for deviance mining of 

online processes with non-atomic events through treatment learning. Fig. 

3 represents the method’s steps with associated input and output 

resources. The method starts by detecting change points in the event log 

of the online process, in order to define windows of analysis (as explained 

in Section 2.3), which correspond to the process traces to be analyzed. 

With the process traces defined, the event log of the process needs to be 

converted into a table-like dataset for treatment learning. For this 

conversion, the proposed method requires three steps: first, a feature 

engineering step creates features corresponding to potentially relevant 

characteristics of the process, including: (i) the class variable represented 

by the process outcome at the time of the change point detected; (ii) a set 

of event attributes from the event log, in particular the duration of each 

non-atomic event’s occurrence; and (iii) a set of attributes representing 

the parallelism between each pair of event occurrences. Since the number 

of generated features can be extremely large and therefore prevent the 

execution of the deviance mining algorithm in a reasonable computing 

time to obtain relevant results, the second step consists of a metaheuristic 

algorithm to perform feature selection so as to select the most relevant 

subset of features from the dataset that will improve the effectiveness of 

the treatment learning, which is the final step of the method, responsible 

for discovering treatments that correspond to the process deviations. The 

method’s steps are further detailed in the following subsections. 
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Fig. 3 Flow of activities composing the proposed method, illustrated as a 

BPMN process 

4.1 Change point detection 

 

Online process mining requires the definition of windows of analysis, 

in order to represent time ranges within which the process evolution 

occurred and enable an analysis of how this behavior may have impacted 

the outcome of the process, measured at the end of each analysis period. 

Therefore, the windows of analysis characterize the process traces to be 

mined. 

To define the windows of analysis of an online process, we assume the 

event log contains one attribute representing the process outcome, whose 

value is periodically registered over time. Typically, this attribute 

constitutes a performance indicator of the process [9, 37] that was defined 

by the process manager as the focus of the process analysis and of the 

deviation detection. This chosen attribute will constitute the class variable 

of the dataset, and it is possible to trace the time series of the chosen class 

variable to detect its change points, or deviations. 

Our proposed deviance mining method seeks to understand the effect 

of the identified deviations on the result of the process. Thus, the 

definition of the windows of analysis must occur from the changes 

identified in the time series of the class variable, so that each window of 

analysis will contain the events that occurred between a first change point, 

which marks the beginning of the window of analysis, and a second 
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change point, which marks its end. We state that the change points in the 

time series of the class variable are the points where a structural change 

[33] in the time series occurs. The identification of change points occurs 

through statistical tests (fluctuation tests and F-tests), present in the R 

system 1strucchange package [43]. 

The windows of analysis are defined as a product of this step. These 

windows will represent the dataset instances. In order to understand how 

the events of a process instance affect the result of the process, each 

window of analysis is associated with the result that the process presented 

at the time of its occurrence. For this reason, each analysis window is 

associated with the value that the class variable had at the change point 

representing the end of that window. 

4.2 Feature engineering 

 

After defining the windows of analysis, which form the instances of 

the dataset developed, it is necessary to define the attributes that will form 

this dataset. For treatment learning to discover treatments that generate 

significant insights in relation to the studied process, it is necessary for 

the attributes that will form the dataset to be representative in relation to 

the characteristics of the process they are intended to represent. When 

dealing with processes with non-atomic events, the temporal dimension 

is extremely significant in relation to the studied process [2], and should 

be represented in the dataset. 

The execution time of the events of a process, as well as the 

simultaneous occurrence of these events within a trace, are important 

characteristics to understand and represent processes with non-atomic 

events [2, 40], which are potentially relevant for analysis. The execution 

 
1 https://www.r-project.org/ 
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time of an event allows us to discover how the duration of multiple events 

in a process impact the outcome of that process. In turn, the simultaneous 

occurrence of events in a trace allows us to discover how pairs of events 

occurring in parallel can affect the outcome of that process. Thus, to better 

represent processes with non-atomic events for the purpose of deviance 

mining, it is imperative for these two variables to be codified as attributes 

in the dataset. 

Fig. 4 illustrates a fictitious process with non-atomic events 

(composed by the events  ”A”, ”B”, ”C” and ”D”, where events ”B” and 

”D” can occur simultaneously) and a small example of the dataset 

codified for some of the process traces, after carrying out steps 1 

(”Change Point Detection”) and 2 (”Feature Engineering”) of the 

proposed method. Each event (”A”, ”B”, ”C” and ”D”) is codified into an 

attribute representing its duration within the trace. The value of the 

process indicator when the analysis window ends is also codified as an 

attribute (the class variable). Additional attributes are inserted in the 

dataset to represent how long a pair of events occurred simultaneously 

(such as the attribute ”Simultaneous duration of events B and D” - which 

may occur in parallel according to the process model). Finally, if there 

are additional characteristics in the process that are judged by the domain 

specialist to be relevant for the analysis, they should also be codified into 

attributes in the dataset (this is illustrated in the ”Another Attribute” 

columns in Fig. 4). These domain-specific characteristics may have 

different granularity levels (associated to an event, to a process instance, 

or to the process itself). 
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Fig. 4 Example of the application of the proposed method, after the ”change 

point detection” and ”feature engineering” steps 

 

4.3 Feature selection and treatment learning 

 

In the treatment learning step, the combinations of attribute-value pairs 

(i.e., treatments) that contributed the most to the deviations of the process 

are discovered. This contribution is evaluated using the worth and lift 

metrics, as suggested by Richetti et al. [30]. 

The worth (Equation 1) of a dataset D in terms of distribution of class 

values is defined as a weighted probability sum of class values in D. The 

lift (Equation 2) of a treatment RX is the ratio of the worth of the treated 

subset to the worth of the baseline dataset D. A value of lift(RX) > 1 

denotes an improvement of the class distribution. 
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 worth(D) = ∑  𝐶𝑙𝑎𝑠𝑠𝑒𝑠
𝑖=1

 (Score(Ci) × P(Ci))    (1) 

    

𝑙𝑖𝑓𝑡(𝑅𝑥) =
𝑤𝑜𝑟𝑡ℎ(𝐷∩𝑅𝑥)

𝑤𝑜𝑟𝑡ℎ(𝐷)
      (2) 

Hu [16] proposed the TAR3 algorithm for treatment discovery. This 

algorithm ranks sets of attribute-value pairs (treatments) according to 

their ability to modify the distribution of the class variable. TAR3 is 

capable of working with both categorical and continuous variables, and 

for continuous classes, discretization is performed with an equal-width 

interval-binning strategy [10]. It starts by mapping all possible values of 

an attribute to a set of consecutive positive integers. Its core pruning 

strategy to select the most relevant treatment based on the confidence1 

measure, which measures the difference of an item’s confidence in non-

best classes with respect to the best class. With ordered class values, the 

algorithm associates each value with a score, which can also be weighted 

according to user preference. The class value with the highest score is the 

best class value Cbest, and all other values are non-best Cj, (j ≠ best). 

Equation 3 defines the confidence1 measure, with the following 

parameters: a.r is the value r of an attribute a, |a.r| is the number of 

examples in a dataset in which an attribute a takes value r, |a.r,Cbest| is the 

number of examples in which attribute a takes value r and belongs to class 

Cbest, |a.r,Cj| is the number of examples in which attribute a takes value r 

and belongs to class Cj , where j ≠ best and S(Cbest),S(Cj) are the scores 

of class Cbest and Cj, returned by the scoring function. 

△ 𝑎. 𝑟 =
∑ (𝑆(𝐶 𝑏𝑒𝑠𝑡)−𝑆(𝐶 𝑗)(|𝑎.𝑟,𝐶 𝑏𝑒𝑠𝑡|−|𝑎.𝑟,𝐶 𝑗|)𝑗

|𝑎.𝑟|
     (3) 
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TAR3 employs a random sampling strategy assuming that the highest 

confidence1 weights tend to have a higher probability of being selected 

in treatments than those with smaller weights. Where ai is an attribute-

value pair in a dataset and △i  is the associated confidence1 weight of ai, 

the strategy samples ai from a multinomial distribution with discrete 

weights △i. Initially, ai pairs are then placed in increasing order according 

to △i. Then, the cumulative distribution function (CDF) is calculated for 

each value of △i. A uniform value u in the interval [0,1] is sampled, where 

the sample is the least ai such that u < CDF(i). This process is then 

repeated until a treatment Rx of a given size is found. Treatment size is a 

uniform value sampled from the interval [1...maxTreatmentSize], where 

maxTreatmentSize is the maximum size of interest to a user. The upper 

bound of maxTreatmentSize is the total number of attributes in the dataset. 

A treatment Rx is reported if it is among the top N treatments found whose 

lift(Rx) > 1, where N is the maximum number of treatment the user wants 

to retrieve. 

Since treatments with larger sizes tend to achieve higher lifts than 

those of smaller sizes (a property known as the universal-existential 

upward closure) [39], to solve this problem, TAR3 introduces a 

penalization of lift(RX) measurements based on the best class support 

sup(Rx) parameter. sup(Rx) is the defined as the ratio of examples in the 

dataset belonging to the best class in the treated set to those in the 

complete dataset (Equation 4). 

 

𝑠𝑢𝑝(𝑅𝑥) =
|𝐶𝑏𝑒𝑠𝑡,𝑅𝑥|

𝐶𝑏𝑒𝑠𝑡
     

     (4) 
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A minSup parameter specifies the minimum sup(Rx) a treatment Rx 

must achieve, and instead of rejecting treatments below this threshold, 

TAR3 considers minSup as a regularizer that penalizes lift(Rx) (Equations 

5-6). This penalization aims to ensure that potentially highly predictive 

treatments can be reported even though their sup(Rx) are below minSup. 

The stopping criterion of the algorithm involves the following strategy: 

to generate a set of N treatments, TAR3 performs multiple trials. In each 

trial, X new treatments are discovered and checked, and only the top N 

treatments remain in the treatment set. If the current trial does not 

contribute extra treatments to the top N treatment set, it is called a futile 

trial. The procedure stops after M futile trials. The complete details of the 

TAR3 algorithm, its performance evaluation and application in several 

scenarios can be found in Hu [16]. 

 

𝑙𝑖𝑓𝑡(𝑅𝑥) =
𝑤𝑜𝑟𝑡ℎ (𝐷∩𝑅𝑥)

𝑤𝑜𝑟𝑡ℎ (𝐷)
 × 𝑝𝑒𝑛𝑎𝑙𝑡𝑦    (5) 

 

𝑝𝑒𝑛𝑎𝑙𝑡𝑦 = {
1             (sup (𝑅𝑥) ≥ 𝑚𝑖𝑛𝑆𝑢𝑝)
sup (𝑅𝑥) 

𝑚𝑖𝑛𝑆𝑢𝑝
 (sup(𝑅𝑥) < 𝑚𝑖𝑛𝑆𝑢𝑝)

   (6) 

 

 

Menzies and Hu [26] proposed two types of treatments: controller and 

monitor, where the former is the treatment that can improve the current 

baseline situation the most and the latter is the treatment that can degrade 

the current baseline situation the most. In the loan example, a monitor 

rule was discovered, since it favored the worst class value after the 

application of R1. 

According to Hu [16], the effectiveness of TAR3 is reduced when 

applied to datasets with a large number of variables. Thus, to improve the 

lift of treatments identified by the algorithm, we propose a feature 

selection step. The feature selection problem can be formulated as 
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follows: Given an original set V of attributes, with cardinality m and a 

subset x, x ⊆ V, with cardinality d, the feature selection criterion for the 

subset x is represented by J(x), so the higher the value of J(x) is, the better 

the subset of x attributes will be. Thus, the feature selection problem can 

be defined by finding a subset x ⊆ V, with cardinality d ≤ m, that solves 

Equation 7. 

𝐽(𝑥)=max 𝐽(𝑧)
𝑠.𝑡:

𝑧⊆𝑉
𝑑≤𝑚

   (7) 

An exhaustive search for this problem would require the assessment 

of all possible , for all values of d ≤ m. According to Yusta [41], the 

number of possibilities grows exponentially, making an exhaustive search 

impractical even for moderate values of m. For this reason, we propose a 

metaheuristic to overcome this challenge. 

The feature selection criterion J(x) used to measure the result of the 

metaheuristic is the lift of the treatments found after its application. These 

treatments are parameterized with a maximum size r, which can assume 

the values r = (1,...,d), and will be obtained from a dataset x, of cardinality 

d. 

The proposed metaheuristic, presented in algorithm 1, looks for 

treatments with the highest lift J(x), in a dataset x, varying the maximum 

size r of treatments until J(x) does not increase further with variations of 

r or until only similar redundant treatments of J(x) are found. When a 

stopping criterion is met, the attributes that are not present in the N 

treatments found will be removed from the dataset x, according to the 

value of r having the highest J(x). These steps will be repeated until an 

iteration does not find treatments with a value of J(x) higher than the one 
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found in the previous iteration or until the treatments found encompass 

all attributes that are present in the dataset x.  

Algorithm 1: Metaheuristic for feature selection  

MHFeatureSelection (dataset x, int d): int best_lift, int best_r 

1. J(x)1 = Perform treatment learning with dataset x and 

treatment size 1 

 

2. Perform treatment learning with dataset x and treatment size 
r = (2,...,d) until J(x)r ≤ J(x)r-1  and the size of the largest 

treatment found with r is smaller than r-1 

3. Record best_lift = J(x) and the treatment size associated 
with the best lift best_r = r 

4. Delete from dataset x the attributes that are not present in 
the treatments discovered with best_r; 

5. Rerun until reaching an iteration such that J(x)r < best_lift 
for all r = (1,...,d) or until reaching a best_r in which 

the treatments encompass all attributes present in dataset 

x. 
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5 Experimental Results 

 

This section describes the experiments carried out to evaluate the 

feasibility of the method proposed in Section 4 and the effectiveness gains 

achieved by the feature selection step presented in Section 4.3. The best 

treatment obtained by the experiments in the controller view and monitor 

view are presented, showing their effects on the original distribution of 

classes (baseline) and comparing the results obtained with and without 

the application of the proposed metaheuristic for feature selection. 

5.1 Experimental design 

 

The experiment was conducted using the scenario of the COVID-19 

pandemic, with the aim of understanding the most relevant factors that 

affected the rate of COVID-19 cases in a country, adjusted by its 

population. We integrated real data from several sources: (i) data about 

the non-pharmaceutical measures applied by more than 100 countries 

from all continents, collected from the Oxford COVID-19 government 

response tracker initiative [13]; (ii) mobility data gathered from mobile 

devices with location tracking activated 2 ; (iii) socioeconomic and 

demographic indicators for each country. The period of analysis was from 

the start of the pandemic until May 2021. 

Monitoring and combating the COVID-19 pandemic can be 

understood as a complex process, carried out in different ways by 

different countries, in which the events can be represented by the non-

 
2 https://www.google.com/covid19/mobility/ 
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pharmaceutical and social measures applied to decrease the acceleration 

of confirmed cases. This process is composed of non-atomic events, since 

the non-pharmaceutical measures applied are not instantaneous, that is, 

the applied measures have durations different than zero. Mobility, 

demographic and socioeconomic indicators also characterize the 

instances as contextual attributes, and even though they are not as 

dynamic as the contention measures that were initiated, deactivated and 

reactivated several times by the public policymakers of each country, they 

also should be codified as attributes of each instance of the process, since 

they represent characteristics of the process assumed in each execution. 

All the events considered for this process are represented in Fig. 5 and 

the attributes of the process instances are presented in Fig. 6. 

Moreover, it is noteworthy that monitoring and combating the 

COVID-19 pandemic compose an online process, since these measures 

were continuously carried out since the outset, and still did not end in any 

of the executions (countries). 

Thus, the chosen scenario is a real online process with non-atomic 

events, an ideal scenario to validate the application of the proposed 

method. This work presents insights that can help to better understand the 

fight against the pandemic, using process mining tools, in particular 

proposing an innovative metaheuristic approach for deviance mining 

through treatment learning. 
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Fig. 5 Dataset attributes and corresponding codes referring to the Non-

pharmaceutical Interventions carried out by several countries in response to the 

COVID-19 outbreak 
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Fig. 6 Dataset attributes referring to other relevant perspectives for the 

process of combating COVID-19 

 

The second derivative of the number of confirmed COVID-19 cases in 

each country (acceleration of the number of infected individuals) was 

selected to be the class variable of this process, that is, the treatments 

discovered are evaluated according to their effects on the acceleration of 

the number of infected individuals. The class variable was discretized to 

four possible values: ”high acceleration”, ”medium-high acceleration”, 

”medium-low acceleration” and ”low acceleration”. The values were 

defined by applying a quartile analysis to each country, considering all 

the values of the acceleration of the number of infected people of that 

specific country during the analysis period. Since different quartiles were 

defined for each country, the discretization of the class variable did not 

suffer any possible bias. 

The dataset for the treatment learning step of the proposed method was 

then codified, taking as input all collected and integrated data about the 

online process. To define the process instances of the new dataset, change 

point detection was applied. This step sought structural changes in the 

time series of the class variable of each country following the definitions 

of Zeileis et al. [44]. With the identification of change points, each 
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analysis window was defined as the period between a first change point 

and its subsequent one, and included data from non-pharmaceutical 

measures, demographic and socioeconomic characteristics, and mobility 

in that period. To identify the change points in the time series of the class 

variable, the R system 3 strucchange package [43] was used. 

Each window of analysis was associated with the value of the class 

variable on the last day present in that analysis window. That is, as an 

illustrative example, where an analysis window for Brazil contained data 

from March 15, 2020 to August 25, 2020, and on August 25th the class 

variable in Brazil was characterized as ”high acceleration”, this instance’s 

class variable was set to ”high acceleration”. 

After defining the windows, the instances of the new dataset were 

defined and characterized in terms of their features. The feature 

engineering step aims to choose attributes that enable a good 

representation of process data in the new dataset; since it is a process with 

non-atomic events, the temporal dimension of the events needs to be 

represented. Thus, two temporary datasets were created, one containing 

data on the duration of non-pharmaceutical measures in each analysis 

window, called ”Single Non-pharmaceutical Interventions” (SNPI), and 

a second dataset containing data on the simultaneous duration of all 

possible pairs of non-pharmaceutical measures in each analysis window, 

called ”Non-pharmaceutical Intervention Sets” (NPIS). The duration time 

and simultaneous duration time are represented as percentages of the total 

time of the analysis window in which they are present. In both datasets, 

the attributes related to demographic, mobility and socioeconomic 

indicators were also represented, with a fixed value set to the value that 

 
3 https://www.r-project.org/ 
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each variable assumed in the period and in the country of each analysis 

window. 

The feature engineering step generated a large number of attributes in 

each dataset: the Single Non-pharmaceutical Interventions dataset 

contained a total of 84 attributes and the Non-pharmaceutical Intervention 

Sets dataset contained 1817 attributes. To improve the effectiveness of 

the treatment learning step, the feature selection step was set to reduce the 

dimensionality, by removing attributes that were not significant for the 

process result. After applying the feature selection metaheuristic, the 

Single Non-pharmaceutical Interventions dataset was reduced to 13 

attributes in the Monitor experiment and 18 attributes in the Controller 

experiment, and the Non-pharmaceutical Intervention Sets dataset was 

reduced to 20 attributes in the Monitor experiment and 15 attributes in the 

Monitor experiment Controller experiment. The effectiveness gains 

generated by this step of the method are presented in Section 5.7. 

Two experiments were carried out for each dataset in the treatment 

learning step, one looking for the sets of attributes that worsened the 

distribution of the class variable (Monitor) and a second looking for the 

sets of attributes that improved the distribution of the class variable 

(Controller). Each experiment searched for the 30 treatments that caused 

the most significant changes. The results of this step are presented in 

Sections 5.2, 5.3, 5.4 and 5.5. 

Additionally, we assessed the benefit of considering non-atomic 

events (representing the non-pharmaceutical interventions) in the dataset 

codification, in comparison with a dataset composed exclusively of 

atomic events. The results of this assessment are in Section 5.6. 

The results of the method were evaluated in two rounds. First, we 

conducted an interview with an epidemiologist and researcher on 

COVID-19 to assess the quality and applicability of the treatments found, 
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as described in Section 5.8. Then, the interpretability and effectiveness of 

the discovered rules were assessed through an experiment, as described 

in Section 5.9. The data from the experiments can be found at: 

https://github.com/LJazbik/Mestrado.git. 

 

5.2 Monitor SNPI treatments 

 

Fig. 7 shows the 30 treatments that were found in the Monitor SNPI 

experiment, with their corresponding worth distributions. 

 

Fig. 7 Worth of each treatment discovered in the ‘Monitor SNPI’ experiment 

The best monitor treatment considering Single Non-pharmaceutical 

Interventions (T1 Monitor SNPI) was the following, with a worth of 

1.819587: 

 

Number of cities with population between 13M and 9M inhab.= [0..1) 

AND [C3_2=[0.873315..1] AND C2_1=[0.000000..0.003571) AND 

[C2_0=[0..0.011287) AND [C4_2=[0..0.003040) AND 

[C3_0=[0..0.004717)] 

 

https://github.com/LJazbik/Mestrado.git
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This treatment indicates that the analysis windows of countries with 

no cities having populations between 13M and 9M and with mandatory 

cancellation of public (from 87.3315% to 100%), closing of schools or 

operation of schools with special prevention measures (from 0% to 

0.3571%), without closure of working environments (from 0% to 

1.1287%), with restriction of agglomerations between 101 and 1000 

people (from 0% to 0.304%) and no cancellation of public events (from 

0% to 0.4717%) impacted the class variables with the distribution shown 

in Table 2. 

Table 2 Distribution change among class values for the 

T1 Monitor SNPI treatment 

Class values Baseline After treatment 

high acceleration 22% 64% 

medium-high acceleration 4% 7% 

medium-low acceleration 52% 11% 

low acceleration 22% 18% 

 

The application of the best Monitor treatment considering Single Non-

pharmaceutical Interventions resulted in an increase in the acceleration of 

the COVID-19 infection rate. As shown by Table 2, there was an increase 

from 22% to 64% in the number of analysis windows with high 

acceleration and an increase from 4% to 7% in the number of analysis 

windows with - acceleration. At the same time, there were decreases from 

52% to 11% and 22% to 18% in the number of analysis windows with 

medium-low and llo acceleration, respectively. 

 

 

DBD
PUC-Rio - Certificação Digital Nº 2020862/CA



 

47 
 

5.3 Controller SNPI treatments 

 

Fig. 8 shows the 30 treatments that were found in the Controller 

SNPI experiment, with their corresponding worth distributions. 

 

Fig. 8 Worth of each treatment discovered in the ‘Controller SNPI’ experiment 

 

The best Controller treatment considering Single Non-pharmaceutical 

Interventions, T1 Controller SNPI, was the following, with a worth of 

1.341618: 

 

[H2_0=[0..0.002342) AND H8_3=[0..0.011461) AND 

C6_3=[0..0.005698) AND C2_3=[0..0.009217)]; 

 

This treatment indicates that the analysis windows with no testing 

policy (from 0% to 0.2342%), severe restrictions for isolation of elderly 

people (from 0% to 0.11461%), requirement of facial coverings in all 

shared/public spaces (from 0% to 0.5698%) and required closing of all 

non-essential workplaces (from 0% to 0.9217%) impacted the class 

variables with the distribution shown in Table 3. 
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Table 3 Distribution change among class values for the T1 Controller SNPI 

treatment 

Class values Baseline After treatment 

high acceleration 22% 23% 

medium-high acceleration 4% 2% 

medium-low acceleration 52% 17% 

low acceleration 22% 58% 

 

The application of the best Controller treatment considering Single 

Non-pharmaceutical Interventions resulted, in most cases, in a reduction 

in the acceleration of the COVID-19 infection rate, as shown in Table 3. 

Although there was a slight increase from 22% to 23% in the number of 

analysis windows with high acceleration, there was a reduction from 4% 

to 2% in the number of analysis windows with medium-high acceleration 

and a reduction from 52% to 17% in the number of windows with 

medium-low acceleration, along with an increase from 22% to 58% in the 

number of windows with low acceleration. 

5.4 Monitor NPIS treatments 

 

Fig. 9 shows the 30 treatments that were found in the Monitor NPIS 

experiment, with their corresponding worth distributions. 
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Fig. 9 Worth of each treatment discovered in the Monitor NPIS experiment 

The best monitor treatment considering Non-pharmaceutical 

Intervention Sets, T1 Monitor NPIS, was the following, with a worth of 

1.914864: 

 

[E2 _0 AND H8_0=[0..0.009756)] AND [C1_0 AND H_ 

3=[0..0.015707)] AND [H2_0 AND H7_ 0=[0..0.002342)] AND [C1_0 

AND H1_0=[0..0.002252)] AND [H1_0 AND H3_0=[0..0.002252)] 

AND [C5_0 AND E2_0=[0..0.002451)] AND [C4_0 AND 

H8_0=[0..0.009756)] AND [C4_0 AND H1_0=[0..0.002252)] AND

 [C2_0 AND H6_0=[0..0.012500)] AND [C5_0 AND 

H2_0=[0..0.002342)] AND [C8_4 AND H2_3=[0..0.007246)] AND 

[C3_2 AND C4 _4=[0.647059..1]] AND [C4 _0 AND 

C7_0=[0..0.049550)] AND [C4_0 AND C5_0=[0..0.077273)] AND 

[C4_0 AND E2_0=[0..0.011287)]; 

 

This treatment denotes that the analysis windows with no household 

debt relief and severe restrictions for isolation of elderly people (from 0% 

to 0.9756%), no school closing and with vaccination available to key 

workers, clinically vulnerable and elderly people (from 0% to 1.5705%), 
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no testing policy and no vaccination policy (from 0% to 0.2342%), no 

school closing and no public information campaigns (from 0% to 

0.2252%), no public information campaigns and no contact tracing after 

positive diagnosis (from 0% to 0.2252%), no closing of public transport 

and no or narrow household debt relief (from 0% to 0.2451%), no closing 

of public transport and no household debt relief (from 0% to 0.2451%), 

no restrictions on gatherings and no restrictions for isolation of elderly 

people (from 0% to 0.9756%), no restrictions on gatherings and no 

schools closing (from 0% to 0.2252%), no workplace closing and no 

facial covering policy (from 0% to 1.25%), no closing of public transport 

and no testing policy (from 0% to 0.2342%), total border closure and open 

public COVID-19 testing (from 0% to 0.7246%), with cancelation of 

public events and restrictions on gatherings of 10 people or fewer (from 

64.7059% to 100%), with required cancelling public events and 

restrictions on gatherings of 10 people or fewer (from 64.7059% to 

100%), no restrictions on gatherings and no restrictions on internal 

movement between cities/regions (from 0% to 4.955%), no restrictions 

on internal movement between cities/regions and no closing of public 

transport (from 0% to 7.7273%), no restrictions on internal movement 

between cities/regions and no or narrow household debt relief (from 0% 

to 1.1287%) impacted the class variables with the distribution shown in 

Table 4. 

Table 4 Distribution change among class values for the T1 Monitor NPIS 

treatment 

Class values Baseline After treatment 

high acceleration 22% 70% 

medium-high acceleration 4% 5% 

medium-low acceleration 52% 3% 

low acceleration 22% 23% 
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The application of the best Monitor treatment considering Non-

pharmaceutical Intervention Sets resulted in an increase in the 

acceleration of the COVID-19 infection rate in most cases, as shown by 

Table 4. There was an increase from 22% to 70% in the number of 

analysis windows with high acceleration and an increase from 4% to 5% 

in the number of analysis windows with medium-high acceleration. At 

the same time, there was a decrease from 52% to only 3% in the number 

of windows with medium-low acceleration and only a slight increase, 

from 22% to 23%, in the number of analysis windows with low 

acceleration. 

5.5 Controller NPIS treatments 

 

Fig. 10 shows the 30 treatments that were found in the Controller 

NPIS experiment, with their corresponding worth distributions. 

 

Fig. 10 Worth of each treatment discovered in the Controller NPIS experiment 

 

The best Controller treatment considering Non-pharmaceutical 

Intervention Sets, T1 Controller NPIS, was the following, with a worth of 

1.347999: 
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[C4_4 AND C8_3=[0..0.002252)] AND [C2_2 AND 

H3_1=[0..0.006757]] AND [C4_4 AND C5_1=[0..0.003401)]; 

 

This treatment indicated that the analysis windows with restrictions on 

gatherings of 10 people or fewer and travel controls for some countries 

(from 0% to 0.2252%), with required workplace closing for some sectors 

or categories and limited contact tracing after positive diagnosis (from 

0% to 0.6757%), and with restrictions on gatherings of 10 people or fewer 

and closing or significantly reduced volume of transport available (from 

0% to 0.3401%) impacted the class variables with the distribution shown 

in Table 5. 

Table 5 Distribution change among class values for the 

T1 Controller NPIS treatment 

Class values Baseline After treatment 

high acceleration 22% 12% 

medium-high acceleration 4% 2% 

medium-low acceleration 52% 36% 

low acceleration 22% 50% 

 

The application of the best Controller treatment considering Non-

pharmaceutical Intervention Sets resulted in a reduction in the 

acceleration of the COVID-19 infection rate, as shown by Table 5. There 

was a reduction from 22% to 12% in the number of analysis windows 

with high acceleration, a reduction from 4% to 2% in the number of 

analysis windows with medium high acceleration, a reduction of 52% to 

36% in the number of analysis windows with medium low acceleration 

and a big increase from 22% to 50% in the number of analysis windows 

with low acceleration. 
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5.6 Assessing the benefit of codifying non-atomic events 

 

Additionally, we assessed the benefit of considering non-atomic 

events (representing the non-pharmaceutical interventions) in the 

dataset’s codification, when compared to a dataset composed exclusively 

of atomic events. The results of this assessment are in Section 5.6. 

We also conducted an experiment to specifically assess the benefit of 

using non-atomic events to represent activities in the dataset. 

The purpose of this section is to verify if coding activities as non-

atomic has any advantage over coding them as atomic. For this, we 

compared the results of the treatment learning application on the SNPI 

dataset and on an adaptation of the same, in which the non-

pharmaceutical measures to combat the pandemic were coded as atomic. 

While the SNPI dataset presents the non-pharmaceutical measures to 

combat the pandemic in relation to their duration, the adapted dataset 

presents such measures only in relation to their existence or not in the 

windows of analysis, so that the measures are represented by a binary 

variable where ”0” represents the non-existence and ”1” represents the 

existence. 

The treatment learning stage discovered treatments with greater worth 

for the Monitor and Controller views, when performed on the dataset with 

non-atomic measurements (SNPI dataset), as shown by Figures 11 and 

12. 
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Fig. 11 Worth of each treatment discovered in the Monitor view with non-

atomic and atomic data 

 

Fig. 12 Worth of each treatment discovered in the Controller view with non-

atomic and atomic data 

 

5.7 Evaluating the proposed metaheuristic 

 

In this section, the resulting treatments obtained by the method using 

the metaheuristic are compared to the execution of the method without 

the metaheuristic. The comparison was performed both for the Controller 

and Monitor views. 

As can be seen in Figures 13, 14, 15 and 16, in all cases the 

application of the proposed metaheuristic led to the discovery of 

treatments with higher worth. Thus, the use of the metaheuristic led to an 

increase in effectiveness of the treatment learning step, regardless of the 

number of best treatments considered. 
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Fig. 13 Worth of each treatment discovered in the Monitor SNPI experiment with 

(right) and without (left) the application of the metaheuristic  

 

Fig. 14 Worth of each treatment discovered in the Controller SNPI experiment 

with (right) and without (left) the application of the metaheuristic 

 

Fig. 15 Worth of each treatment discovered in the Monitor NPIS experiment with 

(right) and without (left) the application of the metaheuristic 
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Fig. 16 Worth of each treatment discovered in the Controller NPIS experiment 
with (right) and without (left) the application of the metaheuristic 

 

5.8 Qualitative analysis by the domain specialist 

 

The treatments found by the proposed method were presented to an 

epidemiologist and researcher in the field of COVID-19 so that he could 

analyze the quality and applicability of the treatments found in policies to 

combat COVID-19.   

This presentation detailed the dynamics of the treatment learning 

stage, the variables considered as process events, the data organization 

structure, the experiments carried out with a focus on the duration time 

and the simultaneity of occurrence of the events, the period of the 

pandemic that the data represented and the results obtained.   

The results showed that the cancellation of events and the restriction 

of agglomerations, which were the first measures to be taken by 

governments, were not enough to contain the pandemic.  

After the presentation, a semi-structured interview was conducted to 

collect feedback on the results found and the hypotheses formulated from 

them. This interview included the following 4 (four) questions:  

1. “What is your opinion on this hypothesis?”  

2. “What is your opinion regarding the effectiveness of the proposed 

method?” 
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3. “Is  the duration of non-pharmaceutical measures relevant to be 

analyzed?” 

4. “Is the simultaneous occurrence of non-pharmaceutical measures 

relevant to be analyzed?” 

The expert answers confirmed our research hypothesis on the 

relevance of taking the duration and simultaneity of occurrence of the 

events into account. Regarding the effectiveness of the proposed method, 

he agreed that the method was effective.  

The expert also commented that the treatments discovered were too 

complex and difficult to be interpreted by someone unfamiliar with the 

logical language in which they are described. Therefore, seeking to 

increase the interpretability of the results obtained by the proposed 

method, a new experimental scenario was configured as described in 

Section 5.9. 

 

5.9 Assessing the treatments interpretability 

 

In this section, we extended our proposed method and evaluate the 

gains in interpretability of the treatments found.  

In this extended version of our method, we consider that treatments 

are more readable (and therefore more interpretable) when their formal 

expression does not contain negative terms, since: “negative statements 

are psychologically more complex and harder to process” [53,54]. Thus, 

a new hypothesis was defined to direct the treatments found by the 

method: that the negative variables (those that represent the non-

occurrence of an event in a process instance, for example, “No school 

Closing”) should be avoided, even if this would lead to a reduction in the 

effectiveness of the results.  
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Therefore, the feature engineering step of the proposed method was 

adjusted to disregard features that represent the non-occurrence of a non-

pharmaceutical measure of combat the pandemic (that is, only attributes 

that represent the occurrence of some event were created).  

The best NPIS treatments found in this experiment scenario, 

respectively in the monitor view and in the controller view, were: 

 

NPIS_Monitor:[[C3_2 AND H1_2 = [0.859649..1.0]] AND [C8_1 

AND H3_2 = [0..0.007772]] AND [C8_4 AND H8_3 = [0..0.005731]]; 

NPIS_Controller:[[C2_2 AND C3_2 = [0..0.187654]] AND [C4_4 

AND H8_2 = [0..0.002577]]; 

The interpretation of the NPIS_Monitor treatment is that: 

- cancellation of public events and conducting an awareness 

campaign in a coordinated manner occurred simultaneously 

during 85% to 100% of the time,  

- elderly isolation recommendation and contact tracing for all 

positive cases occurred simultaneously during only 0% to 0.08% 

of the time, and  

- total border closures and strict restrictions on the isolation of the 

elderly occurred simultaneously during only 0% to 0.06% of the 

time. 

 In turn, the interpretation of the NPIS_Controller treatment is that:  

- partial closure of workplaces and cancellation of public events 

occurred simultaneously during only 0% to 0.19% of the time and 
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- restrictions on gatherings of more than 11 people and isolation of 

the elderly occurred simultaneously during only 0% to 0.02% of 

the time. 

 The NPIS_Monitor treatment obtained a worth of 1.599368 and 

the NPIS_Controller treatment obtained a worth of 1.228281. When we 

compared these worth values with the ones obtained by the previous 

NPIS experiment, there was a worth loss of 0.13 in the monitor view, 

while worth values were similar in the controller view. 

When analyzing the effects of excluding the attributes of non-

occurrence in the SNPI experiment, the results in the monitor and 

controller views were, respectively : 

 

SNPI_Monitor: [[C2_1=[0..0.003571]] AND [C3_2=[0.952703..1]]; 

SNPI_Controller: [[C3_2=[0..0.445946]]; 

The interpretation of the NPIS_Monitor treatment is that: 

- workplace closure recommendation almost never occurred (0% to 

0.3% of the time) and   

- cancellation of public events almost always occurred (95% to 

100% of the time).  

And the interpretation of the NPIS_Controller treatment is that:  

- cancellation of events with audiences occurred 0% to 44.6% of 

the time. 

The SNPI_Monitor treatment obtained a Worth of 1.727318 and the 

SNPI_Controller treatment obtained a Worth of 1.229962. When 

comparing these values with the results of the previous NPIS experiment, 
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the worth slightly decreased in both views (0.02 in the monitor view and 

0.01 in the controller view). 

Such results demonstrate that the exclusion of negative attributes 

leads to results with lower worths, but that are easier to interpret. Thus, 

it is up to the user of the proposed method (i.e., the process manager) to 

trade-off between the worth and the interpretability of the treatments to 

be discovered, analyzing whether in his particular domain it is more 

relevant to obtain more effective or more interpretable treatments. 
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6 Conclusion 

 

The purpose of deviance mining is to identify deviations in the 

execution of a process in relation to expected behavior and characterize 

these deviations as positive or negative in relation to their effects on the 

outcome of the process. It is sub-area of process mining, capable of 

generating several insights for process analysts and executors. However, 

existing works on deviance mining do not address the challenges posed 

by online scenarios and by the presence of non-atomic events. This work 

proposed a method for online deviance mining of processes with non-

atomic events, and an innovative metaheuristic approach for its feature 

selection step. The proposed method is a domain-driven approach, since 

all the dataset attributes are built taken into account a specific domain. 

The experimental results proved the feasibility of the method in a real-

life scenario of the domain of the COVID-19 pandemic, and increased the 

effectiveness of treatment learning provided by the proposed 

metaheuristic, enabling discovery of more significant treatments in 

relation to changes in the outcome of the processes.  

In particular, this work exploited real-life data and discovered insights 

on a very relevant and current domain that has been challenging 

researchers from around the world from many research areas regarding 

monitoring and combating the COVID-19 pandemic. To the best of our 

knowledge, no other studies approached the global fight against the 

COVID-19 pandemic as a process and applied mining techniques to 

extract knowledge from this process. This scenario was chosen because 

it is a real and complex online process with non-atomic events, thus 

making it ideal for demonstrating the feasibility and flexibility of the 

proposed method. The application of the proposed method to this scenario 
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proved the method’s feasibility and effectiveness, the performance gains 

caused by the proposed metaheuristic, and the possibility of adapting the 

proposed method to discover process treatments that are easier to 

interpret.  

The social impact of the proposed research lies in the benefits of 

bringing process mining applications closer to real life by considering the 

temporal dimension of process events and obtaining more explainable 

results. 

Regarding the limitations of this research, we aim to apply the method 

to other domains for further evaluation to address its generality.  

In future work, we intend to examine different temporal relations, 

assess the impact of several ranges for the simultaneous duration of pairs 

of events, and address other relationships between pairs of events (for 

example, the ones provided by declare language) . In addition, we intend 

to extend the feature selection step with other metaheuristic approaches. 
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